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So far in FoML
● What is ML and the learning paradigms
● Probability refresher
● MLE, MAP, and fully Bayesian treatment
● Linear Regression with basis functions - and regularization
● Model selection
● Bias-Variance Decomposition/Trade-off



Bayesian Regression



We have seen that
● Model averaging may be a 

good thing to do
○ Across different datasets



Bayesian Regression
● Instead of averaging over different datasets, we do it over 

different parameter sets



Bayesian Linear Regression
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● Simple prior: 

Bayesian Linear Regression



● Simple prior:

●  Posterior

Bayesian Linear Regression



● Special prior: Infinitely broad prior (no restriction) on w 

●  Posterior

Bayesian Linear Regression



● Special prior: Infinitely narrow prior on w 

●  Posterior

Bayesian Linear Regression



Next
Decision Theory


